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Introduction

The topic of my research is the multi-attribute decision problem. This
problem arises when the objectives and alternative solutions designed to
satisfy the objectives are such that they give rise to several distinct
types of outcomes. Furthermore, it is assumed that no reasonable model can
be postulated which relates these outcomes to one common numeraire (for example,
dollars) which can be employed to measure the total level of output of each
alternative. The problem is to determine the trade-offs between these out~
comes, or attributes, so that one alternative can be selected. A complicating
factor is that the trade-offs may not be constant over the portion of the out-
come vector space of interest. That is, at some point specified by the level
of output of each attribute (i.e., a vector in the outcome space) there exist
trade-offs which can be used to derive new points in the neighborhood such
that all points in this neighborhood are equally preferred to each other.
However, if we move to some point not in the neighborhood of the old point,
the same trade-off ratios may no longer be valid, and a new set of trade-off
ratios must be derived.

One assumption necessary to the solution of this type of problem is that
there exists, if only internally to the decision-maker, a preference structure
on all points in the outcome space. That is, if we choose any two points,
either one is preferred to the other, or they are equally preferred, or the
preference is for the second point over the first. There are a number of
axioms which we can reasonably expect the preferences to obey. These will
not be explicitly enumerated here, but some of the more important ones will
be mentioned later when the multi-attribute problem is graphically defined.
The important point is that if the preference structure obeys these axioms
(i.e., is fairly well-behaved) there exists a real valued function which can
be used to encode the preferences. The greater the value of this function,
the more desirable the outcome vectors which generate it. If this function
were explicitly known, the multi-attribute problem would be a fairly straight-
forward optimization problem which would require very little of the decision-
maker's time. Unfortunately, in many decision problems the preference func-
tion is only known implicitly by the decision-maker. Note that the preference

function I am discussing is not necessarily the preference function of the
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collective benefactors of the project. However, it is this preference func-
tion as perceived by the decision-maker who may or may not be one of the
benefactors.

The multi-attribute problem will probably be more and more encountered
in space mission planning as objectives other than overriding ones, such as
landing a man on themoon, become important. Examples of outcome variables
for space mission planning may include the following:

1) Number of man-hours in space.

2) Number of scientist-hours in space.

3) Quantities of various types of scientific data obtained.
4) Quality of various types of scientific data obtained.

5) Quantities of various types of earth resources survey data
obtained.

6) Duration of man-in-space missions.
Obviously, the 1list can go on and on. However, such g list can be used
as an aid in defining the important outcome variables for the specific set
of alternatives being considered. Note that these outcome variables should
be quantifiable items so that trade-off ratios can be defined. The selection
of the proper set of outcome variables is a critical part of the problem

solution which is not dealt with in this presentation.
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Oufiiﬂé of-Pfeséhtation

The multi-attribute problem suggests two basic approaches to its solution.
One approach would be to interview the decision-maker to obtain information
about his preferences so that a preference function can be derived. As the
number of attributes and the set of alternatives increase, the amount of in-
formation required to construct the preference function and the amount of
decision-maker's time required increases very rapidly and may become in-
feasible. Once the preference function is available, non-linear optimization
techniques can then be applied to obtain the best alternative.

A second approach is an iterative approach. In this approach we attempt
to converge toward the solution as we obtain information from the decision-
maker. When we are close enough to the solution we can decide to stop and
not require any further preference information. Thus, the amount of informa-
tion required is related to the rate at which we converge to the solution, and
in a sense we minimize the amount of information required. In contrast, the
first approach requires us to obtain enough information to adequately con-
struct whatbmay be a fairly complex preference function over a significant
portion of the outcome space.

The second approach is the subject of this presentation. The potential
benefits of this approach compared to the preference function construction
approach will become clearer as we get further into the presentation.

The outline of the remainder of the presentation is the following.
First, I will define and discuss the general iterative approach and some
special problems that may arise and how to handle these. Next, I will dis-
cuss and present examples of three iterative algorithms called the iterative

method, the coordinate descent method, and the secant method. Results on

sample problems using these three methods will be presented and compared.
Although the presentation up to this point will be concerned with continuous
alternative sets, I will conclude the presentation by indicating how these

methods can be applied to discrete alternative sets.

II-1




\ \ 2= Arrrigvre
\ \ Aereiwarive Sonce

\ LNOIFFERENCE

CvrRvES
-
N

N\
X, N

0,0 TSR]
Arregpirsys

\ N

s

~

2‘ /477'/3//31//75 ﬂEC/S/O,iU //30/32.5/‘4

7




Two-Attribute Decision Problem

This figure serves to define the multi-attribute problem in terms of a
two-dimensional example. We label the two outcome variables Xl and x2
respectively, and represent the outcome space of interest as the positive
quadrant of the cartesian space. This implies the assumption that the two
outcome variables are such that only positive output quantities are considered.
In general, it is conceivable that negative quantities of certain types of
outcome variables may be considered., However, we can always redefine the
origin of our coordinates so that the points of interest are again in the
positive quadrant. Another important assumption is that the oubcome
variables are so defined that they are desirable outcomes in the sense that
more of any one outcome variable is preferred to less. In some cases where
negative outcomes are desirable, it may be necessary to redefine an outcome
variable as the negative of the previous outcome variable,

The cross-hatched convex set labelled F represents the set of outcome
vectors of all feasible alternatives. Note that only the upper right bound-
ary of this set needs to be considered since under the assumption that more
is preferred to less, we must find our solution on this boundary. I will
interchangeably refer to the set F or its boundary as the feasible set.

The dashed curves in this figure represent the decision-meker's prefer-
ences and are called indifference curves. An indifferencecurve defines a
set of outcome vectors such that any point in the set is neither more nor
less preferred to any other point in the set. There is actually an infinite
family of such indifference curves that cover the entire outcome space. The
indifference curves can be considered as contour lines of a hill whose base
lies in the plane of the figure and which rises normal to this plane. Under
this interpretation, higher contour lines are preferred to lower contour
lines, and we desire to find the point in the feasible set which lies on
the highest contour. If the elevation of each contour increases as we pro-
ceed toward the upper right of the figure, the optimum point is that labeled
as optimum in the figure.

The assumptions that the indifference curves are convex as shown, and

show increasing preferences toward the upper right direction are important
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but reasonable assumptions in the iterative approaches to be discussed.
These features are obtained if the outcome variables are defined as desir-
able quantities (in the sense defined above) and if the decision-maker's
preferences are such that as less of one outcome variable is available, a
further decrease in the quantity of that variable requires more of an in-
crease in the other variable for him to remain indifferent than if more of
the outcome variable were initially available.

The figure shows that the condition for an optimum is that at the op-
timum, the slope of the line tangent to the feasible set must be equal to
the slope of the line tangent to the indifference curve. In an n-th
dimensional problem there are (n-1) such slopes for the feasible set and
for the indifference curve. Thus, the condition for an optimum is that all

(n-1) pairs of slopes be simultaneously equal.
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Solution by Iteration

This figure serves to define the basic iterative approach, and shows an
example of how it would work. Before I discuss this aspect, I would like to
point out that the non-iterative approach would involve obtaining enough
information from the decision-mesker to construct good approximations to any
of the infinite family of indifference curves which cover the outcome variable
space. One can easily imagine the order of magnitude of this task as the
dimensionality of the problem increases.

To illustrate the iterative approach, this figure shows the feasible
set (the solid curve), three of the indifference curves (the three dashed
curves), and the solution point, which is circled. Note that the indiffer-
aice curves are not really available to the decision analyst.

The iterative approach proceeds as follows. The analyst selects a
point, labeled 1, which based on all his prior information is the best
candidate for the solution. The analyst then interviews the decision-maker
to determine the decision-maker's trade-off ratio between the outcome vari-
ables Xy and X5 One way to obtain this trade-off ratio is to ask the
decision-maker to imagine that the outcome vector represented by point 1 has
been obtained by choosing the corresponding alternative. Next, present the
decision-maker with an arbitrary incremental decrease in x, , and ask him

1

how much x2 would have to be increased in order to offset the loss in xl.

Then Jdetermine whether a smaller decrease in Xl would decrease the increase

in x. required by the same proportion. If not, the incremental decrease

2
in Xy must be decreased further. If the proportion does remain the same,
the ratio of the increase in x2 to the decrease in xl defines the trade-

off ratio. Note that this trade-off ratio is the slope of the tangent line
to the indifference curve at point 1. This tangent line through point 1

is shown in the figure. If the slope of the tangent line to the feasible
set (not shown in the figure) equals this trade-off ratio, then we are at
the solution and we stop, and no further information is required about the
preferences of the decision-maker., Since in this example the slopes are

not equal, we know that we are not at the solution and we try to determine

a new point which is closer to the solution (one measure of the closeness to

the solution is the magnitude of the difference between the two slopes).
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The basic iterative approach is to assume that the tangent line repre-
senting the trade-off ratio is a good approximation to the indifference
curve, and further that the slope of the indifference curves remains con-
stant over the outcome space of interest. This assumption allows us to
define a sub-optimization problem which can be numerically sclved to yield
the point labeled 2. Graphically the solution is obtained by sliding the
tangent line to the indifference curve in the direction of the arrows to a
point where it becomes a tangent line to the feasible set., This condition is
met at point 2.

We now repeat the iteration cycle by obtaining the decision-maker's
trade-off ratios at point 2, determining whether the solution condition is
met, and if not, solving a new sub-optimization problem. In the example
shown, point 2 is not a solution, and point 3 is the next point we consider.
We see that we are converging to the solution, and in addition we see that
each subsequent point is strictly preferred to the previous point. This
last bit of knowledge is not generally available to the analyst but is one
important property to insure convergence.

Note that if our prior information is such that a point closer to the
solution is initially chosen, very few iterations may be required, implying

very little required information about the preference structure.
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Oscillation

One of the special problems which arises with this approach is called
oscillation. This occurs when as shown in the figure the slope of the
indifference curve at one point equals the slope of the feasible set at a

second point, and vice versa. The iteration cycle previously described will

then oscillate between the two points as indicated.
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Tteration with Relaxation

This figure shows a case where divergence may occur and a method for
assuring convergence. In the case shown, we start at point 1 and obtain the
trade-off ratio represented by the solid line through point 1 tangent to the
indifference curve through point 1. Using the iteration previously defined
the next point would be point 2. However, note that point 2 lies on an
indifference curve which is closer to the origin than the indifference curve
through point 1. This means that point 2 is less preferred than point 1.
Thus, it is not hard to imagine a case where we continually obtain less pre-
ferred points and must diverge from the solution. To insure convergence we
would like each successive point to be strictly preferred to the previous
point.

One approach to guarantee obtaining a point preferred to point 1 can be
derived as follows. Notice that at point 1 we have two tangent lines which
are both shown in the figure. One is tangent to the indifference curve and
the other is tangent to the feasible set. Any slope between these two slopes
can be used in the sub-optimization problem, and as we continuously vary
the slope between these limits we obtain solutions to the sub-optimization
problem which lie between point 1 and point 2 on the feasible set. The
third solid straight line through point 1 is one such slope intermediate
between the limiting slopes. It can be thought of as a rotation of the
trade-off ratio slope as indicated by the arrows. Using this slope to define
the sub-optimization problem results in the point 2'. In this case we can
See that point 2' is strictly preferred to point 1.

It can be shown that there exists some slope intermediate between the
two limiting slopes such that the solution to the corresponding sub-optimiza-
tion problem will be strictly preferred to point 1. Thus, we are assured
that if point 1 is not the solution, a more preferred point can be obtained
for the next iteration. The question is that if we obtain a point such as
point 2', how do we know that it is preferred to point 1? At this point the
answer would appear to be that we must ask the decision-maker his preference
between the two points. If a point generated in this manner were not pre-
ferred to the generatirg point, then the intermediate slope would have to be

further rotated, or relaxed, until a preferred point is obtained. The

VI-1




intermediate slope is obtained by taking a linear combination of the two
limiting slopes such that the two weighting coefficients sum to one. Thus,
for the two-dimensional problem either weighting coefficient specifies the
new slope. The coefficient which is the weighting factor for the trade-off
ratio is called the relaxation coefficient. Thus, a relaxation coefficient
of 1.0 specifies the trade-off ratio, while a relaxation coefficient of 0.0
gpecifies the slope of the line tangent to the feasible set.

This approach in its present form is not very satisfactory on two '
counts. First, the decision-maker must be asked to state his preference
between two vectors for each point. This may be difficult and time-consuming
for the decision-maker. Indeed it will be at least as difficult as specify-
ing the trade-off ratios at a given point, and perhaps not really feasible.
Second, since a relaxation coefficient must be determined by a trial-and-
error type of search procedure, the decision-maker may be forced to make
many preference assessments between pairs of vectors before the next

iteration point is obtained.
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Alternate Descent Function

The previous discussion revelved around obtaining a descent function for
assuring convergence. The descent function is a function of each iteration
point in the outcome, whose minimization is equivalent to solving the under-
lying optimization problem. New iteration points are accepted only if the
value of the descent function decreases from the previous value. In the pre-
vious discussion, the descent function was assumed to be the negative of the
preference function.

This figure illustrates an alternate descent function which can be
employed. Note that only one indifference curve 1is shown to indicate the
optimum point. The three solid line segments represent tangent lines (i.e.,
trade-off ratios) to the indifference curves at each of the three points
shown. Consider beginning the iterations at point 1. The trade-off ratio
line through point 1 can be alternately thought of as a hyperplane which
divides the entire outcome space into two halves, that above the hyperplane
(i.e., to the upper right) and that below the hyperplane. Due to the con-
vexity assumption on the indifference curves, and the direction of increasing
preferences, we know that all points strictly preferred to point 1 must lie
above the hyperplane (to be sure, all equally preferred points and some less
preferred points also lie on or above the hyperplane, but all points below
are definitely less preferred). Our solution must therefore lie on the
portion of the feasible alternative set above the hyperplane. A convenient
measure of this subset is the union of the singly, doubly, and triply cross-
hatched areas shown.

Consider now any point, say point 2, which lies above the hyperplane at
point 1. If point 2 is not the solution, then by a similar argument as
above, we obtain the hyperplane through point2 and conclude that the solu-
tion must lie above this hyperplane also. The union of the doubly and
triply cross-hatched areas now represents a measure of the subset of the
feasible set which must contain the solution.

Again, we choose point 3 such that it lies above all previous hyper-
planes, and we obtain the triply cross-hatched area as a measure of our
progress. Note that each successive area is smaller than the preceding

area, and only at the solution will this area be equal to zero. Note also
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that as long as we choose each successive point such that it lies above all
previously generated hyperplanes, we are assured that each successive area

will be less than the previous area., Thus, this area which is a function of
the generated points provides us with a good descent function. Minimization
of this function over all points in the feasible alternative set is equiva-
lent to solving the optimization problem of interest.

With this type of descent function there are many ways to choose the
next iteration point, including randomly selecting a point which lies above
the hyperplanes. However, the iteration with relaxation approach could be
employed with the task of selecting a suitable relaxation coefficient
governed by this alternate descent function.

The significance of this alternate descent function is that no further
information is required from the decision-maker in order to search for a

proper relaxation coefficient,
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Example of Iteration with Relaxation

In order to illustrate how the iteration method works, the result of an
example simulated on the computer is shown in this next figure. The example
is a three-dimensional example so that the hyperplanes are now two-dimensional
planes. The representation of these planes and the indifference surfaces
and the complete alternative set on a two-dimensional figure becomes in-
feasible. Thus, the figure simply shows a representation of the feasible
alternative set, and the iteration points in the (x3 = 0) plane. For this

example the feasible alternative set corresponds to points which satisfy

when x3 = O these points fall on the segment of an ellipse shown as the
solid curve in the figure. For values of x3 >0 , the Xy and x, com-
ponents will lie within the convex region bounded by the solid curve, and
the two axes. The preference function was assumed to be

f(f) = e X + X

X 5 3 .

The Xy and x2 components of the solution are represented by the circled
point in the figure. TIteration was arbitrarily begunat point 1 where
X =X, = 9.5, and x3

assumed that the resolution capability of the decision-msker in specifying

satisfies the feasible set equation. It was also

his trade-off ratios was 0.001l. Thus, the iteration was terminated when
the trade-off ratio was within 0.001 of the feasible set tangent slope.

From the discussion thus far of iteration with reiaxation, it was im-
plied that at each iteration an initial relaxation coefficient of 1.0 be
used. However, this is an area where the decision analyst can use his prior
information to select some initial relaxation coefficient between 0.0 and
1.0. If it seems that the decislon-maker's preference function is very
linear, an initial relaxation coefficient at or near 1.0 would be appropri-
ate. On the other hand, a high degree of nonlinearity would indicate an
initial relaxation coefficient closer to 0.0. A neutral initial relaxation

coefficient might be 0.5. This value was employed in the example.
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The result of the simulated computer run was that five iterations were
required to reach the solution. The difference between the fourth and fifth
iteration and the solution was too small to show up in scale of the figure.
Actually, the resolution limit of 0.001 is too low to be realistic, and a
higher resolution figure might have been employed to stop at iteration 3,
which is probably close enough to the solution.

It is interesting to note that this example would have oscillated if
relaxation were not employed. If an initial relaxation coefficient of 1.0
were used, about 11 iterations would be required. It is also interesting to
note that, for this example, the relaxation coefficient never had to be
reduced below 0.5 to obtain a decrease in the descent function when either
the negative preference function or the hyperplane generated area function

was employed as the descent function,
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Gaps

Another special problem that might be encountered is the problem
of gaps. A gap occurs when the feasible set is no longer convex as
shown in this figure. The region of the gap is the region where the
boundary of the feasible alternative set does not correspond to the con-
vex hull of the set. The convex hull in the gap is shown by the dashed
straight line in the figure. The dashed curved line represents the in-
difference curve defining the solution point. Note that for the two-
dimensional example shown the solution lies in the gap. The difficulty
is that the solution to any of the sub-optimization problem will not
fall in the gap even if the starting point is selected in the gap.
Thus, the iteration method will not work in this case. Note, however,
that if a gap existed but the solution did not lie in the gap, the

jteration method would work.
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Coordinate Descent Method

One method which would be capable of obtaining a solution in a
gap is called the coordinate descent method. The method is a coordinate
descent method in the context of problems with greater than two dimen-
sions. For an n-dimensional problem, the idea is to choose a starting
point, and keeping all but two coordinates fixed, search one of these
coordinates for a more preferred point, and determine the final co-
ordinate from the feasible set constraint. A new coordinate direction
is then selected and the search is continued along the direction of
the new coordinate. The two-dimensional problem represented in the
next figure illustrates a typical coordinate search. 1In this case the
search direction corresponds to the x. coordinate direction, and x

1

is uniquely determined for each value of Xy by the feasible set

2

constraint.

One feature of the coordinate descent method is that it can be
implemented with much less information from the decision-maker per
iteration. However, the cost of this advantage is an increase in the
number of iterations required.

The coordinate descent iterations proceed as follows. At the
starting point (point 1 in the figure) the decision analyst determines
the slope of the feasible alternative set and then asks the decision-
maker whether his trade-off ratio at that point is greater than or less
than this slope. If it is neither, then we are at the solution (in
higher dimensional problems we are not necessarily at the solution when
this happens, but this event signals that a new coordinate direction
should be tried). When the trade-off ratio is greater than the slope
of the feasible set, we know that any preferred point must lie in the
direction of the positive xl coordinate (as shown by the direction of
the arrow at point 1). If the trade-off ratio were less, a search in
the opposite direction would be indicated. Any technique might be
employed in selecting the value of the X coordinate for point 2
including an arbitrary selection. In any case, the procedure is re-
peated at point 2 and the result is that points preferred to point 2
must lie to the right, while all points to the left are less preferred.
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Thus, in this case point 2 must be preferred to point 1.

In a higher dimensional problem we have & choice at point 2 either
to find a more preferred point along the same coordinate, or to change
the coordinate direction of the search. However, in the two-dimensional
problem shown we continue by selecting point 3 somewhere to the right
of point 2. At point 3 we find that we must reverse the direction of
the search so that point 4 must lie between points 2 and 3. Eventually
we must stop near the solution.

Note that if the order of selection of points 2 and 3 were reversed
and if we had a higher dimensional problem, we could not have changed
the direction of search after selecting the second point, since we would
not know whether it was preferred to the first point or not. After
the third point (this now corresponds to point 2 in the figure) we can
change direction. Thus, the minimum condition to allow a change in
search coordinate direction is that the direction of search along the
old coordinate‘at the time we wish to change coordinates must be the
same as the direction of the search (i.e., the positive or negative
direction) from the starting point. This insures an increase in pre-

ference when we change coordinates.
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Example of Coordinate Descent Method

The same thres-dimensional problem solved by computer simulation
using the iteration method with relaxation was solved using the coordin-
ate descent method. The result is shown in this next figure. The two
possible coordinate directions correspond to the Xy and x2 co-
ordinate directions. The solution point is circled, and only those
iteration points corresponding to changes in coordinate directions are
shown and numbered. Point 7 was a special case where an attempt was
made to change coordinate directions but it was discovered that only a
continuation in the same direction could result in improvement.

Under the same stopping rule as previously discussed, L46 iterations
were required to reach the solution. Again, note that a more realistic
stopping rule would probably stop us at point 15, which may be close
enough to the true solution. In terms of the number of trade-~off
questions required to be asked of the decision-maker for each of the
two methods discussed thus far, it should be noted that one interation
of the iteration method with relaxation requires two trade-off ques-
tions (i.e., between x3 and X5s and between x3 and xl) whereas one
iteration of the coordinate descent method requires only one trade-off
question. Thus, in comparing the two methods in terms of number of
trade-off questions, we should multiply the iteration with relaxation
results by a factor of two.

We see that with the decision-maker's resolution threshold of 0.001,
the coordinate descent method requires 4.6 times as many trade-off
questions. On the other hand, if we had stopped sooner as discussed
above, the coordinate descent method would require only 2.5 times as
many trade-off questions. Thus, the coordinate descent method appears
to have a slower rate of convergence as the solution is approached.

It should be especially noted that although the coordinate descent
method requires more trade-off questions, the questions should require
less effort by the decision-maker to answer. Thus, in terms of the
decision-maker's cost in time and effort, it is not clear which method
is better. One approach might be to combine the two methods by switching

at some point like point 7 from the coordinate descent method to the
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iteration method with relaxation. This last comment only applies if the
solution does not lie in a gap.

Finally, the typical staircase pattern that develops after a number
of iterations when using the coordinate descent method suggests that a
search direction aligned somewhere between the two coordinates might

be selected at some point to provide a more efficient search.
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Secant Method

Another method that can be applied to the solution of the multi-
attribute problem is the secant method. The secant method is capable
of finding the solution even when the solution lies in a gap. The
secant method is motivated by considering the difference between the
trade-off ratic and the feasible alternative set as a function of the
outcome variable Xy - The remaining outcome variable X, is determined
by the feasible set constraint. In the figure, the trade-off ratio is
designated -Al and the feasible set slope is designated Yl . Thus,
the function we are interested in is Al - Yl . The curved solid line
in the figure represents this function. The solution we are looking
for is the point where XA, =¥

1 1
This point is circled in the figure.

A - =
, Or 1 Yl 0

The secant method requires two points to initiate it, such as points
1 and 2. The values of x. at these two points can be selected by any

1
other technique. The values of A, - Y. at these points are obtained

as before by asking the decision-miker iis trade-off ratios at these
points. Given points 1 and 2 we temporarily assume that the nonlinear
curve is approximated by the linear curve (i.e., the dashed line). This
approximation indicates the solution might be point 3. Since the value
of ‘Al - Yi at point 3 is not zero, we continue our search by assuming
a linear approximation of the function using points 2 and 3. As we
approach the solution, the linegr approximation becomes better and we
should converge to the solution.

Note that at each stage we have two points which form a basis for
the linear approximation. As we obtain a new point, we introduce it
into the basis, and are required to drop one point from the basis. Here
we have a choice. In the example we could have dropped either point 1
or point 2. We are motivated to drop point 1 by the fact that Al - Y

at point 1 is larger than A, - v, at point 2. If this had been

1 1
reversed we might choose to drop point 2 and form our linear approxi-
mation using points 1 and 3. Another approach would be to drop the
oldest point (i.e., point 1). There is no general statement that can

be made at this point about which is the better strategy since this
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would be strongly influenced by the particular nonlinear function with
which we were working. However, is some cases, as in this example, the
two strategies are equivalent,

In any case, in order to insure convergence we require a descent
function as before. One possible descent function is the magnitude of
Al -Yy -
iterate is chosen to decrease this descent function, the two strategies

If this descent function is chosen and if each successive

for updating the basis will be equivalent. However, it is necessary
to modify the method slightly to insure being able to obtain a new point
with an improvement. We do this by selecting as our next iterate some
point which is a linear combination of the point determined by the
linear approximation and the last point such that the descent function
is decreased (i.e., in the example, the next iterate after point 2 might
be some linear combination of points 2 and 3). Again, this is analogous
to the search required for the relaxation coefficient, and it suffers
from the same disadvantages. As before, we can employ the hyperplane
generated area function as an alternate descent function and avoid
most of these difficulties,

The secant method has been discussed in a two-dimensional problem
context but can be readily extended to n-dimensional problems. In
such cases the optimization problem can be reduced to solving (n-1)

nonlinear simultaneous equations.
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Example of Secant Method

The same three-dimensional example solved previously has been
solved by the secant method and the results are indicated in this next
figure. Note that the secant method requires six iterations to reach
the solution. This is one more iteration than the basic iteration
method with relaxation. However, as stated before, the secant method
is applicable even in cases'where the solution lies in a gap. Again,
we can note that a more realistic stopping rule might stop at point L

which may be close enough to the solution.
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Summary of Results

A second example problem was constructed and simulated on the com-
puter which differed from the first example only in the preference
function. The new preference function was similar in form to the old
but differed in the values of certain parameters. The first example
will be called case 1 and the second, case 2. Each case was solved by
each method five times using a different starting point each time. The
average number of iterations required for each of two alternate thresh-
olds was computed and the results are tabulated in this next figure.

The upper two rows of the table show the results when the resolu-
tion threshold is 0.001 and the lower two rows when it is increased to
0.01l. Note that the secant method requires about two more iterations
than the iteration method with relaxation. To compare these results to
the coordinate descent method we should multiply them by a factor of
two. The coordinate descent method requires from 40 to 100 iterations
depending on the threshold and the case. However, notice that the lower
the resolution threshold, the more rapidly the required number of inter-
ations increases as compared to the other two methods. Due to the
unique advantage of the coordinate descent method concerning the low
amount of information required per iteration, these results suggest a
combined approach using the coordinate descent method to get to the
neighborhood of the solution, and switching to the iteration method
with relaxation or the secant method to converge to the solution.

Further research work will be concerned with how the decision
analyst can use decision analysis techniques to decide at each cycle
of the iteration whether to stop or continue, and if to continue, which

method to employ for the next iteration.
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Diéérete Alternatives

In general, the decision problem may not be formulated with a con-
tinuum of alternatives and outcomes as discussed up to this point. The
feasible set may simply consist of several discrete outcomes (correspond-
ing to discrete alternatives) as indicated by the black dots. We can
handle this problem as a continuous problem by joining the points by
straight lines to form the convex hull of the feasible set. In such a
case, we may get one of two types of results., First, we may converge
to one of the discrete points in which case we will have the true solu-
tion. (This case is not shown in the figure.) A more likely case is
shown in the figure where the solution to.the convex hull problem lies
on the line Between two of the discrete points, and our methods will
converge to this point, which does not belong to the discrete feasible
set. However, we will have reduced the subset of the feasible set con-
taining the solution to two discrete points. (For the n-dimensional
problem this subset will contain at most n points.)

At this point we cannot find which point of the subset is the solution.
There are several approaches which can be pursued to make the final
selection. First, the member of the subset lying closest to the solu-
tion to the convex hull problem can be arbitrarily taken as the best
approximation to the solution. A second approach is to ask the decision-
maker to make a final selection based on his perceived preferences.

A third approach is to attempt to construct a new discrete alternative
point in the neighborhood of the convex hull solution and determine by
a repeat of one of the methods whether it is a solution or whether a
new convex hull solution is obtained which does not belong to some sub-
set of discrete points. This process can be repeated as often as is

economical in order to get closer to the solution.
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Discrete Alternative Iteration

The previous discussion suggests an approach that might be used
when the construction of alternatives is itself a costly process which
we would like to minimize. In such a case, we might want to follow
the approach illustrated in this next figure. This approach involves
embedding not only the preference éssessment task, but also the alter-
native construction task in the optimization process.

Referring to the figure, consider constructing a single alternative
represented by point 1 in the outcome space. At point 1 we can then
ask the decision-maker what his trade-off ratio is. This information
is represented by the solid line through point 1. As discussed before,
this line is a hyperplane such that all points in the space to the
lower left of it are less preferred than point 1. If there is some
point preferred to point 1 it must lie to the upper right of this hyper-
plane. This suggests that a new alternative should be sought which
lies to the upper right. If the analyst can convince himself that no
new alternative point can be constructed which lies in this ::gion,
he then knows that point 1 is the optimum., However, if an alternative
can be constructed such that the corresponding outcome is a point such
as point 2, the process can be repeated until a solution is obtained
or the region where a solution must lie has been sufficiently reduced.

This final idea will be further developed in the next phase of my

research.
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April 30, 1970

SOME COMMENTS ON THE FIRST PASS OF THE LIMITED
MANNED SPACE FLIGHT PILOT STUDY

By

RICHARD D. SMALLWOOD

This memorandum is a commentary on the general approach by the Mission Analysis
Division pilot study of a limited manned sp;ce flight program. Particular
emphasis is given to the results of the first pass of that pilot study as docu-
mented in the memorandum of March 20, 1970. This memorandum presents three
recommendations for the next phase of this pilot study:
a. The evaluation of outcomes should maintain a careful distinction
between outcome variables and value variables.
b. The value structure for the various environmental elements should
be carried out as a separate activity from the description of out-
comes. ‘These two results should then be combined to evaluate the
relative worth of the outcomes.
c. The analysis should be expanded somewhat to include some of the
major uncertainties associated with each alternative. In particular,
some consideration should be given to structuring more then just the
nominal outcome for each of the program alternatives.
The following is a brief outline of one scheme for accomplishing the evaluation
phase of the pilot study. The scheme is similar in philosophy to the one out-

line by Roger Arno in his memorandum, although it is somewhat simpler in detail.

The main objective of the evaluation phase is to assign some measure of relative
worth to the outcomes associated with each alternative program. These worth
measures can be qualitative statements, ordinal preferences, formal quantitative
measures, or any combination of these. Figure 1 illustrates the general structure

that is used to carry out this evaluation process. On the left-hand side are the
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four alternative programs; tﬂe problem is to decide which of these programs should
be conducted by the agency. The second series of branches on this decision tree
represent the outcomes associated with each program. Thus, in the first pass only
a single outcome for each of the programs was included, although later passes may
consider a more detailed structuring of the outcomes. In any case, these outcomes
generally represent a rather complex series of events that have occurred as a
result of the decision to engage in that program. The far right-hand brackets in
Figure 1 represent the set of numbers necessary to specify each outcome. The
dimensions for this set of numbers will be called outcome variables in this memo-
randum. The intent here is to specify each outcome in very specific technological
terms. Thus, from Table 1 of the March 20 memo, the following outcome variables
could be used: number of foreign nations cooperating in the program, launch date
for the space station, maximum gap in manned space flight missions, average number
of manned space flight launches per year, number of scientists in orbit, specific
quantities of scientific data gathered, services rendered to various segments of
our society, competitive victories over the U.S.S.R., and new technological capa-
bilities for future exploitation. Thus, we can imagine constructing for each
outcome under consideration a set of numbers or statements that essentially defines

the outcome.

The next problem is to decide what segments of NASA's environment should be consider-
ed in evaluating each of these outcomes. The left-hand column in Table 1 from the
March 20 memo is a good list of these elements. In attempting to describe the
response of each of these environmental elements to the outcomes of the four pro-
grams, the first step is to encode the response of each environmental element to

each of the outcome variables. Thus, we can imagine a matrix as shown in Figure 2

in which each cell represents the response of that environmental element to the

outcome variable. The technique used to record the entry in each cell of the matrix
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is a decision that must be madé by the analysis staff. A technique consistent

with the March 20 memo would be a series of pluses and minuses with a plus dcnoting
a favorable response: a minus, a negative response; a zero, indifference; and a
blank, ignorance. The important point is that the entries in this matrix should
be constructed more or less independently of the alternative programs and outcomes

under consideration,

Once this has been accomplished we can imagine using this matrix to compare the
outcome variables for each outcome and thus arrive at a composite evaluation of
each outcome for each environmental element. This process is illustrated in
Figure 3. The advantages of a scheme such as this are that the value structuring
of each environmental element is carried out separately from the evaluation of the
outcomes., Maintaining this distinction should clarify some of the steps in the

evaluation process.

In some cases it may be necessary to expand the list of environmental elements in
Figure 2 to account for several aspects of a single element. For example, it may
be desirable to decompose the European element into two components, its attitude

toward U.S. prestige and its attitude towards cooperation with the United States.

By maintaining this distinction between environmental elements and outcome variables
and by separating the evaluation of environmental preferences from evaluation of
outcomes, some of the evaluations in Table 1 of the March 20 memo can be brought
into sharper focus. For example, at the present time it would seem more reasonable
to eliminate the entry '"enhances national prestige" as an outcome variable and
incorporate it instead as one of the national goals. In addition, it should now

be possible to decide by looking at the completed matrices in Figures 2 and 3 to
decide whether or not a plus or minus in Table 1 represents a failure on the part

of the outcome to supply that outcome variable or a negative view on the part of




Sl
tpiqdra "q20] a3y

FSEn  A2a0
Biaa)in »..:*.ium e

OUTCOME VARIABLES

suwisrivd **m.“\\ >%dS
Nynen-t “«y 1“ Aoy

“ei2e)s 2redS
“e z¢p yauney

n:.m?.o&neu

nte...vat o.n..ss..c.* %o .n\<

UssR

Eurvpe

w..m
' <
i
-\J
)3
SUNINT?T

THLNIHWNOMIANT

Naliosl ideals

E'jarg < Va/ue structure matrix




il e/emen {_1

Environmen

-

vV
*‘ .
RERR '
o F P N
PN £ a 3
. o SR 8
T .
Compusile
posile
VAIHG. st‘b-u{u.re. mafr:;: response
by each
environ,
Zle'ncuf
b the
ouftoml.
— ] L il

/rfr(rc 3 773 eva/ua?‘fpn process.




-7-
the environment toward that particular ocutcome variable.

The third recommendation for the second pass in the pilot study suggests that more
than one outcome for each alternative be considered to account for uncertainty in
the outcome of a program. The reasons for this recommendation are:
a. Uncertainty in the outcomes of a program are an important reality that
should be considered in any planniné process.
b. Some attempt should be made to introduce analysis of uncertainty in
the long-range planning process within NASA.
c. It will be instructive on the part of our MAD group to gain experience
in this part of the planning process.
The consideration of uncertainty is of course not an alien topic to NASA -- at
least at the operational level -- as witness the various contingency plans and
redundancy systems built into NASA's hardware. It is strange then that an agency
with such an awareness of the vagaries of fortune should carry out its planning
on a strictly nominal basis. This is not a recommendation to implement an exhaus-
tive ultra sophisticated treatment of uncertainty for the pilot study. Rather it
is a recommendation to include a few serious outcomes for each program that are

not necessarily the ideal or nominal ones.




Henry Olender
August 17, 1970

Development of the Mathematical Structure of the Multi-Level,
Multi-Attributed Problem

At this point of my research into the methodology for determining

the worth of multi-éttributed space pfogrmn alternatives with respect to
groups having a high degree of common values and concerns, it would be
usgful to consider the general mathematical framework of the problem so
that various approaches to the problem can be outlined and their inter-
relationship made vi;ible.' In particular, this will also allow exposition
of where the multi-level attribute approach which I have been advocating
fits into the overall picture.

The mathematical development starts from the general form of the
differential equation describing a preference function of an individual
or group, and develops the implications of various assumpticns that can
be made concerning this differential form.

Let us start by assuming that any given alternative can be encoded intq
a vector of oufcome variables which are continuoﬁsly quantifiable over some

interval. Designate this outcome vector as
£ = (X,%p50 e ,%) | (1)

Also assume that there exists a continuous, differentiable worth function
which is a real valued function of the vector x, and which encodes an
individual's or group's preferences for a given outcome. We designate

this worth function as
W= w,ex) = wix) (2)

n

The differential form of Eq.(2)can be expressed as

dw = :z éﬁ; dki (3)
i

1




In general, the partial derivatives in Eq. (3) are also functions of

the vector x. By defining

m

A (%), | (4)

1

ow_
ax.
i
we can rewrite Eg. (3) as

aw = z A (x)axg (5)

i

Since Eq. (5) is an gxact differential we can obtain w by the following

line integral form.

i

1
W = z f A (s) as, (6)
: c. s, c, for j>i1i
1 1 J J
Xj for j<i

n
1t

5 v J

where tﬁe' cj's are arbitrary const;nts, and the sj's are dummy variables
of integration.

Without any further knowledge of the functional form of xi(g), we do
not find Eq. (6) particularly useful. We thus seek to find reasonable
assumptions that can be made concerning _xi(g) and derive the implied
functional form of w and means to test the reasonableness of the under-
lying assumptions. |

The first assumption we can make is that

Xi(g) = a; , a constant l ‘ (7)

This is a very restrictive assumption which states that the worth function
is linear in each of the outcome variables and that the incremental change
of the worth function due to a change in one outcome variable is independent

of the value of all other outcome variables. FEquation (7) imnlies that




W= :E &, X, (3)

*
where the constant of integration has been assumed to be zero. Any problem
for which this assumption is valid implies ﬁhat n weightiné coefficiénts
with respect to the n outcome variables need be evaluated to obtain w.

Alternatively, we can write Eq. (8) as

n-1
V=80 * ZZ bi %4 (9)
i=1

In this form we need only evaluate the n-1 weighting coefficients bi’
since we are only interested in relative differences in worth between
alternatives and may thus assume a = 1.

Although we cannot expect this assumption to be valid over all the
outcome variables specified for a given decision problem, we may find that
it holds for some subset ofkthe outcome variables. When such is the
case, the problem can be.decomposed and reduced in complexity in the
following manner.

‘Let the index sét be I, and consider a partition of this index
set into J and K, where JUK=1I and UN K= @, the null set.

Assume that

xi(z) = a; for ieJ (10)
and

A () = A (x') for ieK (1)
¥

Since we are only interested in the difference in worth between alternatives,
we need not concern ourselves with this constant.

3



where

and

Then we can write .
| | . ' 1
i
— 1]
DR R fc () s

ied ieK 5 Sj = cj for j > 1
s, =x. for j<i

(12)
Thus, the problem decomposes into deriving n-m weighting coefficients, and
reducing that portion of the probl_em for which more sophisticated techniques
are required to an m-dimensional problem.

Another assumption one might make is that

A () o= ay vy ) (13)
We can then write
X,
i
W = z ai ‘/(; 'Yi(xi)dxi (lh‘)
i i
Let X,
5 .
%4
Then
W = z a, u, (x,) (16)
i




Equation (16) indicates that the worth function has an additive
representation, and has been decomposed into the problem of deriving n
regl valued functions of real variables and n weighting coefficients.
Actually, as before, only n-1 weighting coefficients are required.
Presumably, the derivation of the n functions is feasible, and several
methods employing worth scoring or choice of lotteries have been proposed
for this problem (see Miller [1] and Raiffa [2]).

Theuneceésary afsum§£ion implies anbindependence of the effect of an
outcome variable, X4 on the worth function, w, from the effect of
another outcome variable, Xy for i # j.

A finer structure useful for evaluating the weighting éoefficients
can be incorporated into Eq. (16) in the following manner. Partition the
index set I into some number of partitions. Let us assume we partition
juto two sets J and K. The rationale for the partition will be sub-
sequently discussed. Howgver, regardless of the méaning of the partition,

we can then write

a. '
e Y Teulr) ey z-— x,) (17)
ied 1j : ieK '

The form of Eq. (17) indicates that the derivation of the weighting co-
efficients can be decomposed into two (or more) levels. The rationale
for the partition is tﬁat groups of outcome variables may support some
attribute of the alternatives which is defined at a higher level. Thus,
at each level in such a hierarchical structure, one can think about trade-
offs~be£Ween attributes. Note that at each level the independent assump-
tion between attributes must hold if the final outcome variables are to

be independent.




Again,ras before,vitgwill not be realistic in a complex problem that

the above assumption is valid for all outcome variables In this case

we might have a partition of outcome variables such that

A4 ()
A (x)

. A (%)

where x' is defined as before by Eq. (11).

i

W= a, X, a, u,
e Y A ) eyl

ied iekK

a.
1

8 yi(xi) for i e K

Oy )

xi) + jz

iel

for i e¢J

for i

el

Then we can

(18)
(19)

(20)

write

s for j > 1
Xj for j <1

il

(21)

Equation (21) indicates a decomposition similar to that provided by Eq.

(12).

In some cases a quasi-additive form may be assumed.

The quasi-

additive form for the two dimeﬁsional case (designating the components

x and y) is given by

w(x) = w (x) + wy(y) +a v (x) wy(y)

(22)

Here again, the task of assessing w has been decomposed into the tasks

of assessing two functions on each of the real variables x and y.

However,Athe weighting coefficient on the joint effects of w, and W,

must now also be estimated.

ds.



The propérty that implies quasi-additivity is that x and y must
be strongly éonditionally utility independent (SCUI). The definition of
ASCUI is the féllowing: x 1is SCUL of y if and only if the preferences
between lotteries having consequences of the form (x,yo)(where the second
“component yo is identical for all consequences) do not change if the
¢common value yo is changed to y' (for any yo and y').

Thus, the quasi-additive form ié useful since we may be able to
determine if it is a good assumption by asking questions concerning prefer-
enceé for lotteries.” Raié%éﬁiéj.ého&s how. QX;.-;y,‘éﬁd a éan‘be
determined. |

One final form might be assumed which would be useful. This form

is called the log additive form and is given by

Clog [a +w(x)= Y wy(x,) (23)
- i

for some constant a and b, b > 0. It is interesting to note that

qﬁasi-additivity implies log additivity (but not vice versa). Pollak [3]

presents axioms which imply log additivity, and Keeney [L] presents sugges-

tions for practical assessment.

These.topicsvwili not be discussed at
this time since my purpose is simply to summarize some of the useful
forms for w that may be inferred.

When the simpie additive forms are not appropriate to the particular
problem (or to some reduced dimension of the problem), one approach is
to go to iterative technigues such as proposed-by Boyd [5j: Basically this

approach is to take a linear form as an approximation to &"iﬁ‘fhéwhéighbor-

hood of one alternative outcome vector. One then determines whether the same

alternative outcome is optimum with respect to the linear form.




If it is, the alternative will also be optimum with respect to the true
form of w. JThe linear form approximation to w 18 then a good approxi-
‘mation with réspect to the optimization problem at hand.

If the alternative outcome optimizing the linear form of w is not
the same as the alternative outcome = at 4which one obtained the linear
-form, a new linear form is obtained at the new alternative outcome point.
This process is repeated until convefgence is achieved. Convergence is not
necessarily achieved in all cases, and Boyd outlines the conditions (which
are genérally not very resﬁricti&e'with respect to most types of decision
problems encountered) required for convergence.

Mathematically, if we designate the ith approximation to w as ﬁi

. . sy s i .
and the alternative outcome at which it is assessed as x, we can write

g, i ow ' '
Tx) = Z X, . xj (24)
N J i
Jd - X=X
or
. \ X E
Ao i1y ow . 25 n
w (.}i ) - ax . ax. . xj ] (25)
n i = J i
X=X J X=X

Equation (25) shows that the only assessments to be made are the
n-1 trade-off ratios between the jth and the nth outcome elements re-
dquired in order to remain indifferent to any initial perturbation of
the éutcome‘vector.

At this point let us return to our original assumption that w is
a function of the outcome variable vectér x (Eq. (2)). It may £urn out
for a given problem that the level of definition of oubcome variables is

too far removed from the level of definition of the values of a group to




allow assessment of the various functions indicated in the preceding
development with é reasonable amount of effort. In this case, it may be
possible to define intermediate levels of attributes which are supported
by the next lower level of attributes, and which support the next higher
level of attributes. Within this structure it may be easier to evaluate
‘the stagewise dependence between adjacent levels of attributes. The re-
sulting information can then be combined to derive a worth function on the
outcome variables.

Mathematically, the development of this approach goes in the following

manner. Consider the case where only one intermediate level of
‘attributes has been interjected. We now assume that the worth is a
function of the higher level of attributes, and each of these attributes

is a function of the outcome variables. Thus, we are assuming

¥ = (yi,...,ym), the intermediate level attribute (26)
vector, :
W= wiy) _ (27)
and
y; = vy (x) . | | (28)

These relations also imply
w=wix) (29)

We now consider the differential form of w,

au |
ar =) ¥, (30)
i

and the differential form of yi,




dyi = —L ax, (31)

Combining Eqs. (30) and (31) and re-ordering terms, we obtain

Y.
AW i
dw = z oy, ox. I (32)
: , i %
J 1

We recognize the sum in the brackets as simply the partial of w with
respect to xj as given by the chain rule of the calculus for composite
functions.

The partial derivatives in Eq. (32) as before are generally functions

of vectors. To make this explicit let

.

2y, = o (y) = a.(x) (33
and

Byi : ,

;x-j- = Bij(z) (3k)

Equation (32) can then be written as
Jj vi

Since Eq. (35) is an exact differential we obtain

X . . .
=S LTS e a0 s | @)
3 s

s, = ¢ for k >

s, =x, for k<

10




Oti(gz) = Oti(x) =a , a constant (37)
and
Py3(8) = By Yij (x5) (38)

[3

These relations together with Eq. (36) result in the following equation

X,
. J
Jg i

J
Let
X, :
]J
5 yij(sj)dsj = vij(xj) (ko)
S |
Then )
we ey v el (h1)

i J

Equation (k1) indicates that the worth function assessment problem
“has been decomposed into the tasks of deriving m X n real valued function
of a real variable (vij(xj)>’ m X n weighting coefficignts (bij) and
m weighting coefficients (ai). In practice, there will be some outcome
variables and intermediate level attributes which are not significantly

related. Thus, we will actually need to derive somewhere between n and

m + n functions (vi.(xj)) and weighting coefficients (by ).
. - _ B
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Referring to the Samplg matrix in Fig. 2 of my previous memorandum
[6], the bij's are the entries in this matrix, the ai's afe the weighting
coefficients listed to the left (or input end) of the matrix, while the
welghting coefficients at the top (oy output end) of the matrix are the
.(g aibij)’s, one for each index j. The functions (Vij<xj)) were not
dzrived in the memorandum. ‘

The extension of this approach to more than one intermediate iével
of attributes is conceptually clear but has not been worked out specifi-
cally. -

The required assumptions expressed in Egs. (37) and (38) can be
interpreted as follows. The effect of the ou%put of an intermediate
attribute on the worth function is linear and independent of the output
level of any other intemmediate attribute. The effect of the outpﬁt of
an outccome variable on the output 6% an intermediate attribute is inde-
pendent of the output level of any other outcoﬁe variable. However, the
effect of any outcome variable is not necessarily linear.

Fxplicit alterﬂate meaﬁs, Qithin the context of space mission programs,
of identifying whether any attribute satisfies the independence conditions
need tb be determined in order to provide some insight into the implemen- -

tation feasibility of this approach.

12 -
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Further Dcvelopment of the Mathematical Structure of

the Multi-Level, Multi-Attributed Problem

N

The previous memoréndum dealt with the development of the mathematical
strﬁcture of the multi-level, multi-attributed problem. The mathematical
development will beuextended'in this memorandum to make more explicit and
interpretable some of the parameter of the mathematical model.

First let us consider the mathematical strﬁcture of Miller's worth
scoring approach. We start by assuming an additive form for the worth

function

W= z £, (x;) » (1)
jed

where J is the set of indices denoting the elements of the outcome Qariable
vector 5;'

We now define X = (xl*,xz*, ..) ¥ an outhme vector whose élément§ con-
stitute a logical or feasible lower bound for each outcome variable elements
X* = (xl*,xz*, eee) E'an outhme vector whose elements.consitute a logical

. or feasible upper bound for each outcome variable element.
Letting
J *

a. = fj(xj*) - fj(xJ) > ‘ (2)

we can write equation 1 as

- X. Na.g.(x.) . 3
W ij(";*) +ZanJ(xJ) | (3)
J )




Since we are only interested in w to an additive or multiplicative constant

we can define

Wt =Z'ajgj(xj) . @
J
Note that each funciion gj(*jj has é lower bound equa}Ato zero and an
uppef bound equal to unity. |
Miller assumes a hierarchial structure'whiéh divides the outcome
variable elements into separaté groups. This structure (for the case involfing
- only one additional intermediate level of objectives) is indicated mathematicélly

by defining

J = Jud U:,...,JN ' (5)
sﬁch that

JfWJj is empty for i # j (6)

"Thus,-

LGN ™
iel jeJi - .

Through a series of substitutions involving the following definitions,

m e J. (8)




=Jd_ o
bij = < (9)
m,
i
b, = z by (10) -
JeJi
c; Ez a; _ | .(11)
J, L
i
n e I . o (12)
¢
4G I €
n
4= 4 (14)
: iel
we can rewrite eqﬁation 7 as
| s by |
W= cd z T 2 N g; ;) (15)
I U | o

”»

(Note that the summation indexes, jsJi , and, ieI,‘have been abbreviated
to simply Ji and I.) Since we are not interested in the multiplicative

constant, cnd , we can define

w'
" _ =
who= Cnd* 22
N |

[=%
o

AN ] | |
% 5 8 0xy) e

1

el

The interpretation of the constants di , and bij is the matter of

interest. " First consider bij" We have




aj _
m, :
i
and from equation 4 we see that
awll
a, = 5— (18)
J | 3gi :
Thus,
og :
ow'' /og. m,
) / g; N (19)

b.. = : = :
) Bw"/dgmi agj w''= const.

-

In Miller's hierarchical structure, this states that bij is the constant
worth (6r indifference) trade-off ratio between the achievement of the
lowest level objective attributes (each of which is measured by an out-
coﬁe variable element). These trade-offs are made only within a group

-of lowest level objective attributes supporting a common higher level

objective attribute. It is also interesting to note that a. = %%— ,
S - J
so that the validity of dropping additive and multiplicative constants -

is substantiated. The constant, bi , is simply a normalization constant.
Next consider the constant di . In order to interpret this constant
we need to provide some additional structure to equation 4. Rewrite

equation 4 as B : o e

woeSe > dogk) e

. Let

a.
N = 3
pG) = Y gy (21)
J.
1




Thus,

. ‘
W= Y ep () @
We can then see that
_ow' '
c; = 352- (23)

_Thus

: t
4 - c. ow /Bpi ) P,

i
— I 7 -
1 cn W /apn 8pi w' = const.

(24)

In Miller's hierarchical structure, this states that di is the constant
- worth trade-off ratio between the achievement of two higher level objectives.

‘again, the constant d is simply a normalization constant. Note also

that
aj B ‘
Py () =) oh g (x5 ) =0 | (25)
- J. 1
1
and
' ) ‘a, : S
Py (x*) =j£ 2= (26)
LT
i

._Récapituléting, we see that Miller has essentiélly postulated an additive
(independence aSsumptiéhs) and composite (hierarchical sFructure) function
for the worth function. Fﬁrthermore, Miller aiso éssumes that the.worth
function'ié linéar in all intermediate objective levels. These postulations

-




and assumptions allow the task of assessing a worth function to be decomposed‘
into _'V R
1) »Assessjng feal valued fuﬁc;ions tgi's) on real variables (xj's).
2) Assessing trade-offs or weighting constants between intermediate
‘level obﬁeptives.
One of the implications of Miller's appfoach is indicated by the

assumptién that
fqi(WJj is empty for i # j @

This stateé that any given outcome variaﬁle eleﬁent supports one and only
one higher level objective. Thi§ réstriction may not bé acceptable in
cér;ain decision problems. By droppiné this restriction we can still
decompose the wdrth éssessment'problem in a similar manner as above, but

‘at the cost of assessing a greater number of functions of.real

variables. The épproach dropping this restriétion will be subsequently
referred to as the Extended Miller approach; ,' , -
| To de?élop the mathematical structure we start with the following

postuélted form for the worth function
W =zfi(3<_) . (28)
- T

where 1 1is the index set corresponding to the intermediate list of objectives

as before.

Aséume, By independence,

£ (0 = £(x) (29)




This leads us to write
W= f. . (X. ’ i 30
zzucj) (30)
1 J ‘

Equation 30 differs from équétion 1 in that equation 30 assumes that any given
intermediate objective may be supported by any number of the sét of outcome
variable elements, whereas equation 1 assumes that only some subset of the
outcome variable elements support a given intermediate level 6bjective and

no othér.

"By a similar development as above we can arrive at a stage where we

can write
w' = a..g..(x. ' 31
> > a5 0x) (31)
I J; '
- i :

-where the indexAsets are no longer mutually exclusive, and the subs;ript
i of j only indicates that there may exist outcome variable elements -
which do not support é given objecﬁive. The functions, gij , vary in the
range of inté}est from zero to unity as before.

Again, through a series of substitutions involving the following

definitions,

m, e Ji (32)
aij '
ij ~ =, (33)
img




. S =z 235 (35)
' ' J.
nel : ' (36)
o Ci . . . .
d; = = o @GN
T, | ,

d=2di ‘ : (38)
| ‘ . .

we can rewrite equation 31 as

CJ‘

(39)

c d 22
I

b»i'.j

ol A
[
Sl
k—l

o)

be]

~—t

This equation has almost precisely the same form as equation 15, with the

exceptlon of the extra subscript on g1J

The 1nterpretat10n of the constants di , and bij are again trade-off

tatios.
agim.
i
.= (40)
- 1] agij w' = const.
p :
d, = 5 (41)
1 P; w' = const. '

If the index set J runs up to M and the index set I runs up to N,
thenAtﬁe number of functions gij which must be assessed is between

M and M x N depending on the degree of overlap of the index sets, Ji




This is in contrast to the unextended Miller approach where only M
Worth functions, g » need to be assessed.

'Fihally, it should be noted that equations.19 and 40 have altefnate

equivalent interpretations. In parficular we can write equation 19 as

i | S S 42
ij  egy | p; = const.

and equation 40 as

' agim.v . :
b.. = = » ' ' - (43).

1) gy p; = const.

These last two relationéh;ps show that consfant worth trade-offs afe equivaleﬁt
to constant intermediate objective achievement trade-offs.

The equations developed in‘this memoraﬁduﬁ should serve to identify‘
‘the type of trade-gff questioﬁs that the decisioﬁ—maker must respond to in
order to implemeﬂt the'appfoach. The specific.prqbedures (sets of meaningful
questions for the decisioﬁ-maker3gnd fhe.ful;s fér'hsing the answers) should
now be formulated in'fhe context of space mission goals and objectives.
These proceddfes should include procedures for identifying independence of
‘objectives and outcomé variable elements, assessing trade-off rétios, and
assessing worth functioﬁs on real valued §ariables; The next memorandum

willldeal_with these later topics.




Selection of Outcome Variable Elements for
the Limited Manned Space Flight Pilot Study

By

Henry A. Olender

The purpose of this memorandum is to present the results of an initial
attempt to structure a set of outcome variable elements for the Mission Analysis
Division pilot study of a limited manned space flight program, consistent with
the approach outlined by Richard D. Smallwood in his memorandum of April 30.

The intent is to provide a distinction between outcome variables, and value
variables as suggested in that memorandum. This distinction should clarify
some of the steps in the evaluation process and provide visibility of the
decision analysis structure for the decision maker.

Prior to presenting these initial results, I believe the suggested approach
would be clarified by defining several terms.

An outcome variable is a vector variable whose elements are qualitatively
specified in specific technological terms. For example, a simple two-dimensional
outcome variable relating to manned space flight programs is one whose first
element relates to the number of man-hours of space flight per year, while the
second element relates to the maximum gap in manned space flight. An outcome
is a vector whose elements correspond to the elements of the outcome variable,
but are in some sense quantitatively specified. The quantitative measure used
to specify each element of an outcome is not necessarily a number; it may be an
absolute or relative number, or a qualitative statement about the absolute or
relative quantitative output. Outcomes are specified for each alternative, and
for each uncertain state. Thus, if we are considering four alternatives, there
is one outcome variable vector, four outcome vectors when no uncertainty prevails,

or 4 x n outcomes when n states of uncertainty exist.




A value structure variabie is a vector variable of the same dimensions as
the outcome variable, whose elements are specified as the views or values of
some element of the environment toward the corresponding elements of the out-
come variable (not the outcomes). To pursue the precvious two-dimensional
outcome variable example, the first element of the value structure variable
would be a statement about the preference of some element of the environment
for man-hours in space, while the second element would be a statement about
their concern for gaps in manned space flights. Value structures are derived
by assigning a quantitative measure to each element of the value structure
variable for each element of the environment. One candidate for quantitative
measures in this context might be pluses, zeroes, and minuses. Thus, if there
are m elements of the environment, there will be m value structures.

Finally, an outcome value variable is a vector variable of the same dimen-
sions as the outcome variable, whose elements are specified as the value of the

corresponding outcome variable elements based on the quantitative measure of

both the corresponding outcome elements and value structure elements. As before,

outcome values are vectors derived by assigning quantitative measures to the
elements of the outcome value variable. An outcome value is obtained for each
alternative, and for each element of the environment. Thus, if there are four
alternatives and m elements of the environment, there will be 4 x m outcome
values.

The distinctions outlined above between outcomes, value structures, and
outcome values results in the following clarification of the steps in the eval-
uation process.

1. It allows the evaluation of outcome variable elements to be carried

*
out independently of the alternative programs and their outcomes.

*
Selection (as opposed to evaluation) of outcome variable elements is of course
accomplished with the alternative programs in mind.




2. It allows the decision maker to see whether entries in a final evaluation
matrix, such as Table I of the M.A.D. memorandum of March 20, 1970,
represent failure or success on the part of an outcome to supply that
outcome variable, or a negative or positive view on the part of the
environment toward the particular outcome variable.

Thus, in this approach, the first step is to identify the elements of the
outcome variables. A useful organizing framework, (at least for me) is to
initially construct a list of goals to which space programs relate, and then
for each goal list outcome variable elements which support the goal. There
will, of course, be outcome variable elements which support more than one goal,
and this degree of overlap provides useful information on the relative importance
of these outcome variable elements. Categorizing outcome variables by goals
they support is an attempt to identify and focus attention on the more signifi-
cant outcome variable elements since, in the final analysis whether considered
explicitly or implicitly, it is the degree of correlation between environment
goals and outcomes that determines the outcome values.

The goals and outcome variable elements listed in this memorandum represent
a first cut at this approach and may thus be not quite complete in some areas,
or too extensive in other areas. It is expected that several iterations will
be required to produce an outcome variable list that is both comprehensive
enough and sufficiently limited to significant factors.

The goals that appear to be pertinent to this problem .re the following:

1. Scientific Advancement

2. Technological Advancement

3. Achievement, per se

4. Defense Posture Improvement

5. Economic Benefits

6. National Prestige




8.

9.

Foreign Relations Improvement
Advancement of Long Range Space Programs

Political Posture Improvement

The following is a list of outcome variable elements categorized by the

goals they support:

1.

Scientific Advancement
a. Scientist-hours in space
b. Specific quantities of earth-oriented scientific data gathered.

c. Specific quantities of lunar-oriented scientific data gathered.

d. Specific quantities of solar system-oriented scientific data gathered.

Technological advancement

a. Man-hours in space

b. Advancement of earth orbital operational capability

c. Advancement of lunar station operational capability

d. Advancement of man's ability to perform new tasks in space.

e. Advancement of trans-orbital operational capability.

f. Advancement of earth-orbital rescue capability.

Achievement, per se

a. '"Space firsts"

b. (Probably the same items listed under Technological Advancement).

Defense Posture Improvement

a. (Probably the same items listed under Technological Advancement
with exception of 2c).

Economic Benefits

a. Estimated economic value of specific services made available in
areas such as:
1. forestry

2. agriculture




3. weather

4, etc.

National Prestige

a.

b.

C.

d..

e.

f.

""Space firsts'"

Man-hours in space
Scientist-hours in space

Number of scientists in space
Maximum gap in manned space flight

(Probably the same items listed under Technological Advancement)

Foreign Relations Improvement

d.

e.

Number of foreign nations cooperating or participating in program
Services rendered to foreign nations (see Economic Benefits)
Specific effects on competitive posture vis-a-vis the U.S.S.R.
Specific effects on national sovereignty of other nations.

Specific effects on our leadership posture.

Advancement of Long Range Space Programs

a.

b.

e.

Estimated launch date for space station
Estimated launch date for space shuttle

Quantity of design and operational data gathered relating to space
station

Quantity of design and operational data gathered relating to space
shuttle

Estimated improvement of NASA's competitive position for funding.

Political Benefits

a.

b.

C.

Effect of a program change
(see National Prestige)

(see Achievement)




At this point, the organizing framework of goals need not be retained.
Redundancy in the outcome variable elements listed can now be eliminated to
obtain the pertinent outcome variable vector. On tlie other hand, we may retain

the information of the degree of redundancy obtained as bearing on the relative

importance of the outcome variable elements.




AN APPROACH TO CORRELATING GROUPIVALUES
TO OUTCOME ELEMENTS
by
Henry Olender

7

Previous memoranda have dealt with structuring the decision problem
of the Limited Manned Space Flight Pilot Study in terms of outcome, value
structure, and outcome value vector spaces. Alternatives are then défined
on the outcome vector space; the elements of the envirornment are defined
on the value structure space; and the interaction between the alternatives
and the environment are defined on the outcome value space. If one is
successful in meaningfully defining the outcome and value structure vector
vépaces to capture the essential factors bearing on the decision problem,

then the decision problem structurgwcan be effectively displayed in the
outcome value space; This would bring.us to the point where we would

have provided a rational and visible structure to the problem and organized
;ll relevant information évailable to us.. Even if further development

of the decision analysis methodology were not forthcoming, this structure
and organization of information would be very valuable to a decision
maker.

Two very important initial'steps required in this approach are:

(1) Identification of meaningful outcome variable elements, and

(2) Modeling the value structure of the elements of the environment

on those outcome variable eleménts.

The purpose of this memorandum i§.to discuss an approach to modeling
the value structures of the elements of the environment. This approach
can also be usefuliin identifying or sélecting meaningful outcome variable

elements.




The badic probleﬁ is this. Given a list of outcome variable elemeﬁts
and some specific group of people which constitute an element of the en-
vironment, we need to éncode in some sort of quantitative statement the
direction aﬂd intensity of the preference or concern of the group toward
each outcome variable element. This will undoubtedly involve subjective
evaluations by analysts;-but at least we can enlist the aid of expert
analysts who have studied the'attitudes and values of various groups of
people.

A serious difficulty is that the outcome variable elements will
generally be defined at a level of high concreteness and oriented toward
alternative space program outputs while the attributes of a group are
defined at a level of high abstractness and oriented toward ideal goals.
The result is‘a gap between the things we are trying to correlate due

to the levels at which they are degined.

An approach that may be effective in bridging this gap is to con-
struct several sets or lists of values, goals, or objectiveé (generically, -
we will call the elements of these sets attributes) which are defined at
various levels of abstractness (or concreteness) intermediate between
the values characterizing elements of the enviromment and the ocutcome
variab}e elements. Each level would be progressively less abstract (or
more concrete) and more oriented toward space program outputs (or less
oyiented toward ideals). We would then progressively attempt to corre-
late the items in a list.at any given level to items in a list at the
next highest level of abstractness. This correlation process becomes
mofe feasible compared to the originai.correlation problem since we are

now working at each stage with two lists of attributes which differ in

level of abstractness and orientation by a relatively small degree.




The correlation process might be carried out by constructing a tree
whose branches connect the items in a list of attributes at one level
with those at the next level between which significant correlation exists.
The degree of correlation may then be indicated by assigning correlation
coefficients to each of the branches. By collapsing this tree (in a
manner to be discussed lgter in this memorandum) from that level at which
we can best construct a value model of the various elements of the en-

viromment to the outcome variable level, we will have for each element

of the environment a set of weighting factors corresponding to the outcome

variable elements. Thié set of weighfing factors would constitute the

f value structure of that element of the enviromment.

Alternately, the process can be carriéd out in mafrix fbrm, wheré
each matrix is a matrix of correlation coefficients between two lists of
attributes defined at adjacent.levels.

Assigning correlation coefficients tq such a tree or series of
matrices is perhaps the most difficult part of the problem and indeed
we may not have develoﬁed a systematic methodology for doing this task

effectively during the next iteration of the pilot study. However, it

‘does appear feasible and useful to at least construct the tree showing

the connections or branéhes linking the outcome variable elements and

.
elements of the enviromment with respect to their preferences or concerns.
Any subsequent $uﬁjective quantitative statements concerning the value
structures can be checked for consistency with the connectedness structure

of the tree. Thus, even without correlation coefficients, the connected-

neés structure could be useful to the-decision analysts and the decision

maker.



To clarify the approach outlined above an initial attempt was made
to idenﬁify and describe the levels of attributes applicable to the pilot
study, and construct candidate lists of attributes at each level. Also,
the construction of an abbreviated correlation tree is attempted as anv

illustration.

My initial thoughts on the problem resulted in the identification

of five levels of attrib;tes which may be applicable to the pilot study.
These five levelé are identified and briefly described in Table 1. The
selection of five levels is somewhat arbitrary at this point. It repre-
sents an attempt to provide enough lévels so that any two adjacent levels_
are not too far removed from each other, and <o keep the problem structure
down to a manageable size. Obviously, one of these levels at or near the
bottom of this list must correspond to the perceived outcomes of the var-
ious alfernati&es, while another level near the top of this list must be

a convenient and meaningful level at which to model each of the elements

of the environment.

Table 1
Five Attribute Levels
1. Ideals - most abstract, motivating factors
2. Values - abstract, ideals oriented
3. Goals - less abstract, real world oriented

L, Space objectives - even less abstract, long
range space program oriented

5. Outcome variables - specific, alternatives
oriented

Table II is a list of items which constitute the first level of
attributes. This list is an attempt to identify those human'behavior

motivating factors which are most widely accepted, and which all

4




" individuals and groups share in various degrees.
viewed as providing an organizing framework which is useful as a starting

point, but probably nof useful as a level at which to model the elements

of the environment.

Table III is a list of items at the "values" level.
meant to be the level at which the elements of the environment might be
modeled, and in fact, is a list of values derived in the Hudson Report
for this purpose. Several values lisééd in the Hudson Report such as
"freedom," "equality," etc. have been left off this list since they are

repeats of items from the previous list in Table II.

Table II

* List of Ideals

Freedom -~ least constraints on thoughts or actions
Equality - equality of opportunity
Power - control of destiny of others

Prestige - respect and esteem from others and
oneself

Peace - absence of physical violence

Security -~ assurance of ability to maintain a
desired state

Welfare - ability to obtain adequate food,
shelter, and other comforts-

Knowledge - satisfaction of awareness of -
facts and concepts :

Technology - ability to do things
Pleasure - physical or intellectual

Love - emotidnal attachment based on
intrinsic human attributes

5

This first level is

This level is

Repeated items at



two different levels ao not necessarily present any conceptual problem

if this fact simply indicates that no useful distinguishing values can

be identified at the igwer level to resolve different aspects of an item
at the higher level. At this point I do not feel that this is the case
for the various elements of the enviromment we are considering. For
example, it appears to me that there are different aspects of "freedom"
and "equality" which distinguish how diffgrent elements of the enviromment

view these ideals.

The list in Table IIT is constructed of single word descriptors of
values which are meant simply to summarize the types of items that ;ay
make up the second level of attributes. Definition of each item in this
list is required to clarify how elements of the enviromment may be modeled

at this level. The basic purpose of these values is to resolve which

aspects of the many‘aspects of eacﬁ of the ideals in Table II best charac-
terize the view of the various elements of the environment we are con-
cerned with. For example, one group of people may view "expertise" as
the primary means of increasing their prestige, while another group may
view "inﬁelligence" or "formal education" as their means of increasing
prestige. |
A.review of the list of values in Table III will indicate that this
list is perhaps too heavily loaded with values such as "conformity,"

A

"courtesy,"” etc. which will have very little correlation with the space

program attributes. These items should probably be deleted from the list
since we are only interested in modeling the elements of the environment
to that degree of complexity which is sufficient for the decision problem

at hand. Also there may be pertinént values which need to be added to

this list.




Table III

List of Values

1. Expertise ' 20. Spontaneity
2. Planning | 2. Creativity
3. Practical Accommodation 22. Community
4, Innovation . : 23. Generosity
5. Success 2%, Concord
6. Social Stability 25. Patriotism
T. Continuity _ 26. Nationalism
8. Long-term Investment 27. Prudence
9. Intelligence .28. Conformity

10. Formal Education 29, Loyalty

11. Moderation “ - 30. Competence

i12. .Individualism 31. Courtesy

13. Clory | 32. Cooperation

1k, Honor | 33. Solidarity

15, Discrimination 34, Skill

16. Courage 35. Humility

17; Strength 36. Heart

18 Tdeas ~ 37. Self

19. Analysis | 38, Immediacy

- Table IV is a list of attributes at the "goals" level. This level
is mean to be more oriented toward "real world" goals that interact with
large scale technological programs. Most of these goals are national

goals oriented as might be expected since they are most likely to interact




with large scale federally sponsored technological programs. Howevef,
several of the goals at the bottom of this list indicates that these goals

are not and should not be limited strictly to national goals.

Table IV
List of Goals
1. U.S. achievemen% per se
2. Increasing U.S. prestige '
3. Success in U.8.-U.S.S.R. competition
a. Economic
b. Military
c. Idealogy
d. Science and technology
4., Increasing scientific knbwledge

5. Advancing technological capability

6. Providing a "mobilization base" for long range
continuance of technological capability

T. Intcrnational cooperation
8. International trust
9. Economic assistance to other nations
- 10. Providing more equivalent to war
11. Direct economic benefits from technology
12, Qconomic benefits from stimulation of economy
13. Entertainment of public
1k, Rediregtiﬁg attention of society
15. Advancing personal careers
16. Advancing organizational interests

‘ 17. Maintaining funding.for progfams




Table V lists the attributes of the next level which are designated

as "space objectives." These are more specific goals and are oriented

toward space programs. -

10.

Finally, Table VI lists the outcome variable elements.

Table V
List of Space Objectives

Man on moon
Exploration of moon
Scientific experiments on mobn
Man in space
Interplanetary astronomy
Scientific experiments in space

Technology experiments in space

Space applications (earth resources survey,
weather, communications, navigation, etc.)

Operational capability in space

Space "firsts"

These items

are very specific and generally quantifiable. They supply the final link

with the alternatives being considered, since each alternative is speci-

fied by assigning a quantitative measure or some qualitative statement

about each of these outcome variable elements.




Table VI
List of Outcome Variable Elements

Man-hours on moon’
Total hours on moon
Maximum length of stay on moon
Maximum number of men on moon simultaneously
Number of "rover" vehicles on moon
Number of different landing sites
Maximum radius of excursion from landing site

Maximum depth of core samples returned

10.
11.
12,
13.
1k,

15.

16.

17,

18.

19.

21.

22,

23.

Scientist hours on moon

Bits of scientific data returned (by category)
Number of remote scientific instruments on moon

Man-hours in space (earth orbit)

Total hcurs in space

Maximum mission duration

Maximum number of men in space simultaneously

Maximum gap in manned space flight

Number of EVA's
EVA man-hours
. <

Scientist~hours in space

Bits of data returned

a. Scientific (further subd1v1ded by category)

b. Technological ("
¢. Application ( "

Area of earth surveyed

n

10

1"

n

)
)

Manhours expended on experiments gby type and category, as above)

Number of different experiments performed (by type)




Table VI (Continued)

24k, Frequency of earth survey coverage

25. Resolution of earth survey data

26. Advance in launch date of space station

27. Advance in launch date of space shuttle

28. Number of rendevous and dockings |

29. Number of crew transfers between spacecrafts
30. Number of interim space station reactivations
31. Man-hours of artificial gravity operation

32. Degree of change in space program *

33. Expected number of television viewer-hours of space activities
3k. Bits of data returned on foreign experiments (by category)

35. Man-hours expended on foreign experiments (by category)

36. Number of hours éudio/visual educational activities from space
to earth '

37. Potential for violation of national sovereignty of foreign
nations through communications from space

38. Number of space "firsts"

An examination 6f this list will show that it is probably too long
since it contains outcome variable elements which are either highly
redundant in temms of the type of output they measure, or do nof distin-
guish between the alternatives. The main purpose of this initial attempt
at constructing such a list is to clarify what types of outputs are or
should be viewed as outcome variable elements, and to be as comprehensive

as possible. Later iterations should weed out some items and point up

areas of oversight where new items should be added.

11




It should be noted that outcome variable elements need not all bé
required to support at least one of the space objectives listed in Table
V. It may be appropriate to list items which support the higher level
goals in Table IV which cannot be meaningfully expanded in terms of space.
objectives. For examplé, the -degree of cﬁange in an existing space pro-
gram may be an outcome variable element which does not interact with any
of the space objectives but may indeed affect the.goal of advancing one's
personal career, or an organization interest. .

It should‘also be noted that the outccmes of interest to a decision.
maker may most effectivel& be defined at some higher level than the speci-
fic type of outputs defined at the outcome variable level. Thﬁs, the
labels assigned to the various ievels of attributes are not significant.
The significant feature of the correlation tree is that it provides visi-
bility to the structure linking abstract ideal goals or values with .
specific tecﬁnological outputs -of alternatives. o -

As a spécific example to illustrate the output of such an approach,
consider a case where previous analysis indicatés that Group A is pri-
marily concerned with advancing.U.S. technology and success in U.S.-U.S.S.R.
competition, while Group B is pfhmarily concerned with increasing scien-
tific knowledge, and advancing U.S. technology. Further, assume that
the space objectives consist only of eiﬁloration of the moon, man in
space, and operational capability in épace, and that the pertineﬁt out~
come Qariable elements required to encod; £he outputs of our alternatives
are those listed in Fig. 1. Also assume that the weighting faétors‘on
all branches emanating from a given node in the tree shown in Fig. 1 are
equal. After norﬁalizing so that the sum of all weighting factors asso-
ciated with the branches connected t§ a single node equals one, the
fractions shown in Fig. 1 near each branch result.

12
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To obtain the value structure vector corresponding to each element
of the environment, we need to collapse or roll the tree forward from |
each element of the enﬁironmenf (deleting all other elements of the en-
virorment) to the outcome variable level. We do this by successively
eliminating each level of nodes (i.e. either the first single node level
corresponding to one particular element of the environment, or one of |
the defined intermediate level of attributes) in the following manner.

Replace the weighting factor associaﬁed with each branch emanating
from each node at the level next beiow the level to be eliminated with
‘the product of the old weighting factor and the sum of all weighting
factors associated with branches entering the node. Finally, when the
point is reached where only the outcome variable level and the next
higher level of attfibutes remain, simply sum the weighting factors
associated with all branches entering each outcome variable node (this
ié equivalent to considering a single branch emanating from each outcome
variaﬁle node with unity weighting factor, and applying the above pro-
cedure). The result is a set of weighting factors, each corresponding
to.an outcome variable element. This set of weighting factors can be
considered thé value structure vector associated with a given element
of the environment since they measure the relativelconcern or preferences
of tha; group toward the outcome variable elements.

The result§ of this sample exercise using the information contained
in Fig. 1 is tabulated in Table VII in the form of the value structure
matrix. Group A is indicated to be most concerned with outcome variable
elements, 4, 5 and 6, since these supbbrt both man in space and operational
' capébilitj in space which both, in turn, support each of the basic con-
cerns of Group A toward technology and U.S.-U.S.S.R.. competition. On
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S

the other hand, Group B is most concerned with outcome variable elements

1, 2, and 3 which are the only outcome variable elements which support
their concern for advancing scientific knowledge. However, the outcome
variable elements of next most concern are also 4, 5, and 6 since these

most support the other concern of Group B toward advancing technology.
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